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1 GETTING STARTED

The “diagonal functor” A : C — C? is charmingly degenerate: AX = (X, X),A(f: A — B) = (f,f) : (A,A) — (B, B).
(In the 2 category, morphisms are such that (f,g)(a,b) = (fa, gb).) For notational clarity, we’ll use A x B for products
within C and (A, B) for objects in C2.

Define II; : C2 — C to be the first projector, and I, the second. If C has products, then we may define II : C2 — C as
(A,B) — A x B, and II; = m; o IL. If C has coproducts, define 3 : C2 — C by (A, B) — A+ B.

While on the topic of notation, recall that, if C is so equipped, we may form arrows involving products and coproducts
from others: (f: A— B,g: A— C)(a) = (fa) x(9a) e BxCand [f: A—C,g: B—C|((a: A)+ (b: B)) € C is case
analysis.

2 LEFT ADJOINT

2.1 UNIT

What would a left adjunction to A be? It would be a functor F : C> — C and natural transformation 1 where, in the
category C2,

X —BAFX) =X-—T5(FX FX) = (A B)—2% (F(A, B),F(A, B))
\ iA(f#) \ J/(f#,f#) \ i(f###)
AY YY) (YY)

If this diagram is to commute for all f, then: II; o f = II; o (f#, f#) onx = f# oIl; o nx, and similarly for the Il
component. Intuitively, this can only work in the case where f# is able to discriminate whether it has been handed the
II; or II; projection of nx’s output. That sounds like a perfect use of coproducts! If we take nx = (i1,i2) : X = A(XX)
(i.e. nx(x) = (i12,i22) : (A, B) = (A+ B, A+ B)) and define f# = [[I; o f,1I o f], then we see that f# oIl; onx =
[T} o f, 1l 0 f] o Iy o (iy,i2) = [[I; o f,IIs 0 f] 0 iy = II; o f as required. Any such f# is clearly unique.

All that remains is to check that nx is natural from I to AX. That is, does this commute for all f: A — B?

A—TUNASA = (Ar As) e (Ar £ Ag, A, + A)
l \LAEJC i(flan) l(f1+f2,f1+f2)
B——=AY¥B (B, BQ) (B1+ Ba, B1 + Bs)
Well:
AXfona= ((fi + f2), (f1 + f2)) o (i1,42) defn n, A, %
= ((fr + fa) oin, (f1 + f2) 0 i2) o
= (i1 0 f1,12 0 f2) (f+g)oig=1t10f
= (i1,12) o (f1, f2) o
=npof defn n, f

So we have: ¥ 4 A.



2.2 COUNIT

Looking at this the other way, we have, in C,

SAX) XX = X4+X—ZX
Ef/T / f{+'féT /
XY Y1+ Y,

Then if we take ex = [id,id] we can define f' = (f o41) + (f o i2). This is unique and ex is natural by inspection.
3  RIGHT ADJOINT
3.1 UNIT

What about the other way around? Now we have, in C this time,

X—2GX,X) =X —2GX,X)
# # e H#
\ icu ) \ lcm 5
GY G(Y1,Y2)

Let’s speculate that G = II; and see what goes wrong. That would mean that, for each f : X — Y, there is some unique
f# (X, X) — (Y,Y’) such that f = II; f# ony. But that can’t possibly be true, because given such a f#, one that
differs only in its second component will also work, so we’ve violated the “exists unique” part of the definition.

But if we take G = II, then

X—2Eex,X) =X —ZBGX,X) =X XxX
\; io(f#) \ J{G(fl#yff) \ J/ffof
GY G(Y1,Ys) Y1 xYs

And we can see that taking nx = (id,id) and f# = (7 o f) x (72 o f) makes this commute with a unique f# for each f.
nx is clearly natural. Thus we have that A —1I.

3.2 CouNIT

Here the counit diagram takes place in C?:

AIX) Zs X = ATI(X1, X)) —= (X1, X2) = (X1 x Xo, X1 X Xp) —> (X1, X2)

Af' Af f
N A e AT ool

AY AY (Y,Y)

Take ex = (w1, 7m2), then f' = {f1, f2). Uniqueness of f’ is immediate. Naturality of ey is immediate from the action of
AII on arrows:
(Ax B,A x B) (A, B)

lAHf lf
(A" x B/, A’ x B') — (A", B")

AILf = AII(f1, f2) = A(f1 X f2) = (fr X f2, f1 X f2), and so (71, 7m2) 0 AILf = (m1,m2) o (f1 X fa, f1 X f2) = (f1, f2) =
(fl,fQ)o(ﬂ_lvﬂ-Q)'

4 NOTES

Note that for the unit of the left adjunction and the counit of the right adjunction, we had to choose “non-obvious”
natural transformations, whereas for the other two we had things “built from identities”. In the former two cases, there
are actually other functions which would work, notably nx = (i2,41) and ex = (ma, 7).

A =TI has some reading as “diagonals are free products” though I do not find that terribly informative; I have yet to find
“coproducts are free diagonals” a useful statement at all.
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